Comparison of distributed architectures for LiDARsed change detection
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4 1. Introduction ) - 3. Algorithm workflow

Detectionof alterationsin humanmadestructuresan
urban areas can provide useful information for
governmentagencieon severalfields rangingfrom
land usage through urban planning and civil
engineeringto disastermanagementOur research
proposesa methodologyto automatically evaluate
altimetry changedetectionof massivemultitemporal
datasets in a distributed or cloud computing
\\environment Y
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2. Dataset
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As examplemeasurementdhe multi epochnation
wide AHN (Actueel Hoogtebestand Nederland / _ - \
altimetry archive of The Netherlandswas selected, 4. Results & Visualization

covering ~40.000 km? and containing trillions of
XYZ points We decidedto comparethe seconddata The campusand the surroundingsof the Delft University of Technologywas selectedas a
acquisition performed between200/+2011 and the sampleareaof demonstrationThis site containdocationsbothwherebuildingsweredemolished
already available parts of the ongoing third one i (markedwith A), constructedmarkedwith B) andwhereno notablechangewas performedin

plannedo beaccomplishedetweer?0142019 the bullt-up area(markedwith C). Online,interactivevisualizationof theresultsareavailableat

nttp://skyneteltehu/tudelft/ahn_urban_mitmi
o
g
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Figure 3. Satellite image of the TU Delft campus area. Figure 4. Altimetry changes of the area between AlaMind 3.

Figure 1.Available parts of AHNS. Figure 2. LIDAR and DEM models.

To retrieveelevationchangesPEMs (both DSM and
DTM) generated from the point clouds were
comparedat a 0.5 meter resolution The choice of
rastergrids insteadof the raw point cloudsenabled
and algorithmically faster, simpler and In
computation time and storage space requirement
more efficient evaluation while maintaining an
adeguateesolutionfor changedetectionin the built-
up area The completeAHN datasetis providedin
1372tiles, our input datasebf the available426tiles
Kallocatedapprox 852 GB disk space Yy

k Figure 5. Building level results at the TU Delft campus area. Figure 6. Aggregated visualization by the districts of Delft. /
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5. Distributed processing

Low-budget dekstopPC Lenovo Y-700 notebook SURFsaraLISA HPC Hadoop cluster of desktop PCs

Contactt M§t ® Cser ®p, mcserep@i |
_ Roderik Lindenbergh, r.c.lindenbergh@tudelft.nl
eIt ) Digital Zolt&n Vincell ®, vzoli @

Date: 24 February 2017




